
#KeyIdea 

Frame the face swapping problem in terms of style transfer [1,2] and make 
use of convolutional neural networks trained to capture the appearance of 
the target identity from an unstructured collection of his/her photographs.


Combine neural networks with simple pre- and post-processing steps, so 
the face swap works in real-time with no input from the user.


#Problem 

Having an image of person A, we would like to transform his/her identity 
into person B's identity while keeping head pose, expression and lighting 
conditions intact. In terms of style transfer, we can think of input image A's 
pose and expression as the content, and image B's identity as the style. 
We assume that we are given a set of style images, which describe the 
target identity. 


	 	 


#Method 

The identity replacement is done via a convolutional neural network with 
two extra pre- and post-processing components performing face alignment 
and background/hair/skin segmentation.


 

We align all images to a frontal-view reference face, such that we can easily 
match neural patches from content and 
style images which roughly correspond to 
the same location within a face.


#TransformationNetwork 

The transformation network has a multiscale architecture with branches 
operating on different downsampled versions of the input image [3].


Content loss 




Style loss 

 

 

Light loss 

 

The light network is a siamese network 
[4] trained to maximize a distance 
between images with different lighting 
conditions and to minimize it for pairs 
with equal illumination. The distance is an 
L2 norm in the feature space of the fully 
connected layer. 

Total loss  

#ExperimentsAndResults 
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Top: original images. Middle: face swapping with Nicolas Cage and Taylor Swift.           
Bottom: raw outputs of the Cage- and SwiftNet 


Top: effect of changing the pose.                                       
Right: difficult cases. 


